**Procedures for Operationalization**

**Mickie Swisher, January 2020**

We will use simple techniques in this course because this is not a course in data analysis (statistical or qualitative) and I do not want us to spend much time learning how to conduct and interpret the results of factor analysis or coding or any other specific procedure. I would encourage you to learn about other more elaborate techniques to use in your own research. I only techniques discussed in any detail are those that are not well described in other readings used for this class. I developed this cheat sheet because I could not find a simple explanation of the technique that I thought would be useful to you. All of these techniques are well described in the methodological literature and I provide additional resources about every one of them at the course website. Note that you can use many of these techniques at various points in the development and testing of an instrument described in the document Approach to Measurement. I will dictate a set of steps for the group and partner project. You will need to develop your own protocol for developing and testing the instrument you choose to make in the independent project.

**Expert Review**

This is one of the most important things you can do to make sure that the ***content*** of your instrument is full and complete – no matter what kind of instrument you are using (scale or interview, for example). None of the other techniques to assessing validity, either quantitative or qualitative in nature, provide you with the same critical insight for so little effort on your part. Factor analysis of test data, for example, will reveal whether an instrument that is supposed to measure three different dimensions of a construct actually does produce three distinct measurements. However, that still does not tell you whether they are the *right* three measurements. There are no step-by-step instructions for this. You have to determine what you need. This should be your first defense against collecting the wrong information generally and your best way of ensuring face validity.

**Test-Retest**

***Principle.*** This procedure rests on the idea that a person should give the same answer to the same item on two different occasions, an assessment of *stability.* To conduct this test, you get a sample of people to respond to the items on one occasion and then the same people respond to them again on another occasion. You would expect exactly the same answer if I asked a factual kind of question (how many children do you have). However, as we have seen, most of the things we want to measure in social science are complex and involve people’s feelings, ideas, or assessments about something. Therefore, some instability is normal. Do not expect 100% consistency. The question is whether a particular item gives enough consistency to warrant its use or not. You can use this procedure with all types of instruments, but is most useful with scales, indices, and other “check the box” kinds of instruments. It is not nearly as useful with methods of data collection that use narrative responses because the potential for recall influencing the retest responses is high. People spend mental time and energy developing narrative responses and therefore tend to remember what they felt and thought when retesting.

***Procedure.*** I will focus on techniques that you can use with ordinal and interval data (not narrative, nominal, and not things counts). One simple measure is to ***determine the correlation coefficient between the responses for everyone (the entire sample) for each item***. Use Pearson’s product moment correlation. The range is from 0.00 (no reliability) to 1.00 (perfect reliability). You have to determine what is acceptable and there are no rules you can use. Obviously, a coefficient of less than 0.50 indicates very poor stability. A coefficient of more than 0.90 indicates high stability. You will find some values in the literature, for example that 0.90 to 0.80 is “good,” 0.80 to 0.70 “acceptable,” 0.70 to 0.60 “questionable,” and so on. However, these are ***not firm rules and cannot be used as absolutes.*** To some degree, it depends on what you are measuring. In some cases (efficacy of a drug), stability is critical and a coefficient of less than 0.90 is unacceptable. However, people’s feelings and opinions can vary considerably even over short periods (days or weeks). We often see this in polls of public opinion where scores related to an emotional topic will change very quickly. You need to think about the degree of emotion and feeling associated with what you are measuring. The more emotionally charged the topic, the more intrinsic variance in people’s responses over time you can probably (not always) expect. In general, longer periods between test and retest are probably (again not always) more subject to this natural variation. Decide what you consider acceptable and eliminate the items that show a correlation coefficient less than this cutoff score.

***Limitations.*** The biggest concern with using test-retest is that asking the same people the same question on two occasions can generate positive response bias. This occurs when people’s response on the first test causes people to respond similarly on the second test. This occurs unconsciously as well as consciously – people do not necessarily do it on purpose. Positive response bias creates an overestimate of stability. This is more problematic when the two occasions are close in time. There are three ways to reduce this threat. (1) Use many items to comprise the variable. Starting with many items is desirable for many reasons, one of them being the reduced threat of positive response bias in all testing. Simply put, the more items people respond to, the less likely they will recall or respond to the answer they gave the first time. (2) Extend the period between tests. This is often not very practical because you are trying to create an instrument and you are probably on a tight timeline. (3) Use a dual- or split-sample correlation. Get a sample of say 30 people. Divide the sample ***randomly*** into two groups. Each group takes the test. The ***random assignment*** into groups is done to make sure that any trait affecting the response is “evenly distributed” in the two groups (the basis for true experiments). Assess the correlation between the two “halves” of the sample of 30 (15 in group 1 and 15 in group 2). This requires no time interval between tests. A combination of (1) and (3) would, for most things I measure, give me a reasonable estimation of stability.

**Inter-Judge or Inter-Coder Measures**

***Principle.*** This procedure is useful with methods of data collection where the researcher must either make or interpret observations or responses. The procedure is most useful for establishing the stability of measures secure when collecting data through direct observation of people’s activities or methods using open response formats. A researcher has to make many decisions about how to record what s/he sees – we will see examples of this when we study direct observation, interviews and focus groups. For example, the researcher has to organize, code and interpret people’s responses to interview questions, even if s/he uses computer assisted coding because the researchers has to establish the parameters for the codes. All of this involves judgment on the researcher’s part. The problem is to make as sure as possible that you are producing a reliable interpretation of what the participant said or did. It is easy to confuse what you *think* a person means with what the person actually wanted to tell you in an interview. Inter-judge or inter-coder measures of reliability compare the interpretations of two or more (preferable) observers. Two or three people are unlikely to arrive at the same erroneous interpretation. By comparing what multiple observers “think happened” or “think the respondent meant” you can identify a common set of standards to reduce researcher bias or error.

***Procedure.*** Get at least two, three would be better, four better yet, people to watch what people do or take notes during a focus group or code the ideas that emerge during an interview. Compare their interpretations. When there are discrepancies, each individual needs to explain his or her “thinking” that led to the interpretation. Use this information to develop a set of rules or indicators that all agree upon for making each required judgment. Basically, you are creating a ***rubric*** to ensure uniformity in judgments. As you know, I use a grading rubric for every assignment in this class. This is to address stability in my grading procedures, to make sure that I do not use different definitions of excellent, acceptable and poor responses on different days due to variations in my own mood or ability to focus on grading, and to make sure that I consider exactly the same attributes or factors of each person’s responses. An ideal procedure is to have more than one person – preferably at least three – to make all judgments and use the most common judgment as the “true” observation. The problem is that rarely will you have the personnel to do this. It is highly recommended that you do get at least two people to assist you in the first few observations or interviews or coding sessions so that you can develop rubrics.

***Limitations.*** No matter how detailed the rubrics you develop, it is impossible to eliminate some inconsistency in judgment, just as it is impossible to eliminate all inconsistency in how people answer a question. Another limitation is that some people are simply better observers. Training helps, but I am not sure any amount of training will eliminate these inherent differences among researchers. It is also true that some researchers have a great deal of trouble separating out what they “believe” they will hear or see and what others actually say or tell them. This ability to separate “actual” from “my bias” is one aspect of critical thinking. Practicing identifying one’s own biases and assumptions can improve ability. If you consistently find that other observers or interpreters reach different conclusions than you, you may want to consider using techniques of data collection and analysis that require fewer judgments.

**Cronbach’s Alpha**

***Principle.*** Cronbach’s alpha is a measure of the degree to which people’s answers to a set of items that are supposed to measure the same thing are coherent, that is reflect a similar position, or opinion, or feeling, or knowledge of the topic.[[1]](#footnote-1) Cronbach’s alpha can be used only with multi-item measures for ***the same construct or dimension of a construct*** and there must be a theoretical justification for assuming that responses to the set of items will be related and therefore similar (Gliem & Gliem 2003, p. 87). It is also limited to “check the box” instruments – especially scales, indices and tests. Note that the response format has to exhibit “equal scaling.” That is the units of measurement and the “distance” between scores must be the same for all items. Simply put, this means use the same response format, such as a five-category scalar response format, for all items and make sure that they all include the full range of response (like from really, really negative to really, really positive). The “names” of the categories could differ, but all of the items have to provide five choices.

***Procedure.*** This is a very simplistic explanation of “how it works” and I do not claim that I understand how these calculations are performed in SPSS or any other statistical package. Assume you have a sample of respondents who answered a set of 20 items that you think are related and therefore can be used as a multi-item measure in your study. However, you know that responding to 20 items is onerous for respondents and you suspect that a much smaller set of items would provide just as much information as 20 items. You want to eliminate the “not so good” items. One way to do this is to calculate the split-half correlation.[[2]](#footnote-2) To calculate a split-half correlation, you divide the**items** into two halves -- in this case two groups of 10 items each. You calculate the correlation coefficient between the responses from everyone in your sample to Half 1 and Half 2 of the items. If all the items really are “pretty much measuring the same thing,” the correlation coefficient should be high. Cronbach’s alpha goes further to combine many different split-half correlations. Cronbach’s alpha is the **average of the correlation coefficients when the 20 items are divided into every possible combination of two sets of ten**. That is many correlations, not feasible to do by hand, but easily done by computer and available on most analytic software. It gives precise results and is a common procedure Interpreting the results of Cronbach’s alpha is straightforward, but requires some decision-making. I will walk through one complete example. This is which is tedious, but may help you.

Table 1 provides the output from an analysis. Look first at the Cronbach alpha statistic at the top of Table 1 (Chronbach alpha: 0.76). Like test-retest, there are no firmly established or even agreed upon standards for what Cronbach alpha should be. You have to decide. As in the case of test-retest scores, most people would say that anything above 0.90 indicates excellent consistency among items, anything above 0.80 as good consistency, and most would consider anything above 0.70 acceptable. However, researchers accept a Cronbach’s alpha as low as 0.60 and you will have to make this decision.

Table 1. Output for Cronbach’s alpha and associated statistics – all items included

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Summary for Scale Mean = 59.48 Std. Dv. = 9.23 Valid N: 40  Cronbach alpha: 0.75 Standardized alpha: 0.76  Average inter-item correlation: 0.20 | | | | | |
| **Variable** | **Mean if Deleted** | **Variance if Deleted** | **Std. Dv. if Deleted** | **Item-Total**  **Correlation** | **Alpha if Deleted** |
| Var. 1 | 54.71 | 75.23 | 8.67 | 0.46 | 0.73 |
| Var. 2 | 55.46 | 72.64 | 8.52 | 0.47 | 0.72 |
| Var. 3 | 54.78 | 74.23 | 8.62 | 0.50 | 0.72 |
| Var. 4 | 55.06 | 69.54 | 8.34 | 0.61 | 0.71 |
| Var. 5 | 55.26 | 70.75 | 8.41 | 0.55 | 0.72 |
| Var. 6 | 55.49 | 70.84 | 8.42 | 0.57 | 0.71 |
| Var. 7 | 55.02 | 72.37 | 8.51 | 0.55 | 0.72 |
| Var. 8 | 55.23 | 71.17 | 8.43 | 0.53 | 0.72 |
| Var. 9 | 55.16 | 71.12 | 8.43 | 0.54 | 0.72 |
| Var. 10 | 55.19 | 62.96 | 8.54 | 0.46 | 0.73 |
| Var. 11 | 55.45 | 81.66 | 9.04 | 0.05 | 0.77 |
| Var. 12 | 56.54 | 79.45 | 8.91 | 0.18 | 0.75 |
| Var. 13 | 55.21 | 80.94 | 8.99 | 0.08 | 0.76 |
| Var. 14 | 57.28 | 83.07 | 9.11 | 0.01 | 0.77 |
| Var. 15 | 56.87 | 84.67 | 9.20 | **-*0.07*** | 0.78 |

If the overall Cronbach’s alpha were your only concern, you would make the decision based purely on this initial statistic. However, even if the overall Cronbach alpha is acceptable to you, you still need to look at how the individual items (called variables in most statistical packages) affect the Cronbach’s alpha. Look at the column labelled “Alpha if Deleted.” This tells you what the Cronbach’s alpha score would be if you delete each item. For example, if I delete Var. 1 (item 1), Cronbach’s alpha will ***decrease*** to 0.73 (from 0.75). If I delete Var. 11, it would ***increase*** to 0.77. In this example, deleting variables 11, 12, 13, 14 and 15 would all increase Cronbach’s alpha.

However, there are two more factors to consider in conjunction with the change in alpha. The most important with regard to consistency is the **item-total correlation** because it is a better measure of the cohesiveness of the items than Cronbach alpha alone. Look at the column labelled “Item-Total Correlation.” This is the correlation between any one item (Var. 1 in Table 1) and the summed score of all other items (Vars. 2-15 in Table 1). In Table 1, the item-total correlation for Var. 1 is 0.46. Many researchers feel that an item-total correlation of more than 0.50 is acceptable, and perhaps even 0.40. Again, there are no firm rules. However, with 15 items remaining, you should try to improve both the Cronbach’s alpha and the item-total correlation. Look for items with negative or very low item-total correlations. These low or negative correlations are telling you that people responded differently to these items than they did to the remainder of the items. Think of these low/negative numbers as indicating that the person responded “out of character” to the item – typically meaning that the item did not provide a consistent measurement of the construct of interest.

Based on Table 1, you would definitely eliminate Var. 15 (negative item-total correlation), Vars. 11, 13 and 14 are weak, and item 12 may be problematic. However, do not eliminate several items all at once. Remember that the item-total correlation is the total between on single item and the summative score for all other items. Every time you remove an item, you change the summative score. E.g., everything changes when you remove one item – including Cronbach’s alpha and every item-total correlation. The best practice is to remove the item with the lowest correlation coefficient (Var. 15 in our example) and then rerun the test. Then if there is still an item with a low item-total correlation and whose removal would increase Cronbach alpha, remove that item.

The last important number is the **inter-item correlation**, 0.20 in our example (first row in Table 1). This is ***average correlation*** of all participants’ responses to one item and every other item, e.g. the average correlation in responses to Var. 1 and Var. 2, Var. 1 and Var. 3, etc. This number is a sort of “average” correlation among responses to individual items. A low inter-item correlation is of concern, but not as much as a low item-total correlation. In general, improving the item-total correlation should also improve the inter-item correlation.

I deleted Vars. 14 and 15 in the second iteration (run) of the data, then Vars. 11 and 13 in the third iteration. The results of the third iteration (Table 2) shows how removing some items changes all of these values. Cronbach alpha is 0.87 and the inter-item correlation increased from 0.20 to 0.40. However, look at the Item-total correlation column in Table 2. In this iteration, the item-total correlation for Var. 12 has become ***negative*** and this is the only item whose deletion would increase Cronbach alpha. That may seem logical because after it was “questionable” in the first iteration. However, it was not certain that the item-total correlation for Var. 12 would decrease when I eliminated other items. I have seen just the opposite occur. In short, this procedure is quick and easy in almost every statistical package. Complete separate iterations to remove items or at most remove a couple of items with negative/very low correlation coefficients at each iteration.

Table 2. Output for Cronbach’s alpha and associated statistics – after iteration three

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Summary for Scale Mean = 46.37 Std. Dv. = 9.23 Valid N: 40  Cronbach alpha: 0.87 Standardized alpha: 0.87  Average inter-item correlation: 0.40 | | | | | |
| **Variable** | **Mean if Deleted** | **Variance if Deleted** | **Std. Dv. if Deleted** | **Item-Total**  **Correlation** | **Alpha if Deleted** |
| Var. 1 | 41.60 | 73.78 | 8.59 | 0.53 | 0.86 |
| Var. 2 | 42.35 | 71.88 | 8.48 | 0.50 | 0.86 |
| Var. 3 | 41.68 | 73.05 | ;8.55 | 0.55 | 0.86 |
| Var. 4 | 41.95 | 66.68 | 8.17 | 0.74 | 0.85 |
| Var. 5 | 42.16 | 68.78 | 8.29 | 0.63 | 0.86 |
| Var. 6 | 42.38 | 68.25 | 8.26 | 0.69 | 0.85 |
| Var. 7 | 41.91 | 70.25 | 8.38 | 0.65 | 0.85 |
| Var. 8 | 42.12 | 67.64 | 8.22 | 0.70 | 0.85 |
| Var. 9 | 42.06 | 67.70 | 8.23 | 0.70 | 0.85 |
| Var. 10 | 42.08 | 68.44 | 8.27 | 0.67 | 0.85 |
| Var. 12 | 43.44 | 83.67 | 9.15 | ***-0.02*** | 0.90 |

Table 3 shows the final iteration (iteration 4) after deleting Var. 12. Cronbach’s alpha has increased to 0.90, which is excellent. The average inter-item correlation has increased to 0.48, which is acceptable, and the lowest item-total correlation is for Var. 2 at 0.50. Further, Cronbach’s alpha has stabilized. In fact, it changed only very slightly between iterations two and four – e.g. eliminating Var. 14 and 15 had a very big impact on Cronbach alpha, but iterations three and four caused only slight changes. This kind of stabilization in the Cronbach alpha is a good indicator that you have identified and removed items that do not contribute to the consistency of your measure. Cronbach alpha tends to be higher with a larger number of items (just due to the nature of the calculations that produce it). Therefore, when you can delete items and leave the alpha either unchanged or increase it, this is a very positive indication that you are narrowing down the items to the essential few that you want to include in the instrument.

Table 3. Output for Cronbach’s alpha and associated statistics – after iteration four

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Summary for Scale Mean = 43.44 Std. Dv. = 9.17 Valid N: 40  Cronbach alpha: 0.90 Standardized alpha: 0.90  Average inter-item correlation: 0.48 | | | | | |
| **Variable** | **Mean if Deleted** | **Variance if Deleted** | **Std. Dv. if Deleted** | **Item-Total**  **Correlation** | **Alpha if Deleted** |
| Var. 1 | 38.66 | 72.61 | 8.52 | 0.54 | 0.89 |
| Var. 2 | 39.41 | 70.98 | 8.43 | 0.50 | 0.90 |
| Var. 3 | 38.74 | 72.08 | 8.49 | 0.55 | 0.89 |
| Var. 4 | 39.02 | 65.48 | 8.09 | 0.76 | 0.88 |
| Var. 5 | 39.22 | 67.57 | 8.22 | 0.64 | 0.89 |
| Var. 6 | 39.45 | 67.26 | 8.20 | 0.69 | 0.88 |
| Var. 7 | 38.97 | 69.23 | 8.32 | 0.66 | 0.89 |
| Var. 8 | 39.18 | 66.58 | 8.16 | 0.70 | 0.88 |
| Var. 9 | 39.12 | 66.71 | 8.17 | 0.71 | 0.88 |
| Var. 10 | 39.15 | 66.97 | 8.18 | 0.70 | 0.88 |

***Limitations***

This procedure is limited to instruments that use at least ordinal data in the individual responses. Note that it does ***not ensure that the content of the instrument is complete or even “right.”*** It tells you whether a group of items provoke consistent responses, which may mean that they “measure the same thing.” You could have very good Cronbach’s alpha scores, excellent item-total correlation values, etc. – and still be measuring the “wrong things.” This is one weakness with all of the more “mechanical” or technical approaches to assessing validity. Unfortunately, there is a tendency to assume that a “good score” on such tests means you have a “good instrument.” This is not necessarily true. You need to use an array of procedures to ensure validity. Reliability (stability and consistency) is a requirement for validity but does not ensure validity.

**Cognitive Testing**

There are two general objectives for cognitive testing. (1) You want to make sure that the order or structure of the instrument reflects the thinking process of respondents. This is especially true for data collection methods like interviews or focus groups, but also applies to other “check the box” type instruments. We usually create interview or focus group protocols based on an order of topics that is logical for us – the researchers. This may be very different from the order in which other people think through a set of related topics. I struggle with this continually. Cognitive testing is one of a few procedures that will really help you figure out these structural problems with your instruments. It is critical because people’s ability to respond effectively is constrained if the structure is poor, which can have a major impact on the measurement validity of your information. Willis gives some excellent procedures to use (think aloud, for example) that involve “talking through” the instrument with the testers. (2) Secondarily, you should use cognitive testing to make sure that instructions are clear, particularly written instructions, and that the meaning of ***both*** individual items and perhaps even more important the sets of questions comprising a specific variable are understandable and make sense to people. You want to know whether your interpretation of the question(s) and their interpretations are equivalent. This requires probing on your part to understand what people think you are asking them. Obviously, this is not an issue for questions like “how old are you.” It is critical for questions that address abstract ideas. Whatever you do, do ***NOT*** use cognitive testing to go through every single item in a rote way asking reviewers to assess each item or asking the same question each time, like “Did that make sense to you? Do you have any changes in wording you would suggest?” Cognitive testing is time consuming for you and hard work for the reviewers. Use the time to find substantive flaws. See Willis (2005) for specific examples of how to conduct a cognitive test. I recommend an iterative procedure. Start with ONE test. I usually find that I get a lot of information in that very first test. Revise your instrument. Now test with someone else. Revise again if needed. I keep doing this until I either get very little information. In many cases, only a few cognitive tests are sufficient. However, take this advice under caution. I am rethinking my own approach to this based on some recent research about the effects of sample size on the information secured through cognitive testing (see Blair & Conrad, 2011). Several readings for the week we discuss operationalizing constructs discuss how to conduct cognitive testing (Collins, 2003; Castillo-Diaz & Padilla, 2013; Priede & Farrall, 2011).

Use a variety of techniques in the test to garner input about your instrument. Too often, people simply ask someone to “see if you can complete this questionnaire.” This does not provide much feedback. I recommend that you ***always*** use at least four procedures in a cognitive review with each tester. Explain ahead of time that this is a ***test*** of the instrument and make sure the testers understand that you are ***NOT*** collecting data – just testing the instrument. (A) Watch people as they participate in the trail of a focus group or test of a questionnaire. Body language, expressions, and hesitation can help you identify problematic areas in your protocol or instrument. (B) Get their feedback about clarity of instructions, wording, and other technical details. Have a set of questions ready for the cognitive debriefing. For example, you might ask “What items were confusing to you? Were the instructions clear?” (C) Then focus on whether they ***interpreted*** your questions the same way you do. For example, I might have a focus group question like “Do you think the economy is improving?” This sounds straightforward, but is not. One person might have a family member who just lost his/her job off and be thinking about that. Another person might be thinking about the Dow Jones Index and stock performance. In short, make sure that your question leads people to think about what you want them to consider. (D) Review the responses they provided to the items immediately. If there are blank responses, responses that are marked out and changed, answers that seem illogical to you based on the person’s responses to other items (congruence), ask why.
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1. It is not clear to me if Cronbach’s alpha is best considered a measure of reliability or of validity. Both usages are in the literature. In my view, the alpha statistic is primarily a measure of reliability (consistency), but the accompanying scores like the item-total correlation are, in my opinion, closely related to validity. At any rate, reliability and validity are inherently related. An unreliable measure is by definition cannot yield a valid result. [↑](#footnote-ref-1)
2. This is ***not*** the same procedure as the dual sample or split-sample correlationdiscussed under test-retest reliability. The dual or split **sample** correlation is based on dividing the **respondents** into two halves. [↑](#footnote-ref-2)